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Abstract

This study develops a machine learning (ML)-based framework to assess and mitigate household carbon emissions in
Nepal, leveraging a stacking ensemble model (Random Forest + Gradient Boosting meta-regressor) that achieves high
predictive accuracy (MSE: 112.17, R% 0.98). By analyzing data from 4,000 households across energy use, transportation,
waste, and dietary habits—collected via a structured Google Forms survey and processed using feature selection and
Z-score normalization—the system provides personalized carbon footprints and reduction strategies, validated against IPCC
benchmarks. The web-based FastAPI-React tool identifies high-impact factors (e.g., LPG consumption, bottled water usage,
rainwater harvesting) and effective mitigation measures (e.g., solar adoption), offering actionable insights for households and
policymakers to support Nepal’s climate goals. This work advances scalable, context-aware ML solutions for sustainability

in developing regions.
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1. Introduction

Climate change poses significant challenges for Nepal, where
rapid urbanization and traditional rural practices create unique
emission patterns. Although Nepal’s per capita emissions
remain low, household-level contributions are increasing due
to rising energy demand, transportation, and consumption.
Existing carbon calculators—designed primarily for Western
contexts—fail to capture these regional nuances, creating a
critical gap in climate-action tools. Traditional carbon ac-
counting methods rely on generalized emission factors and
manual calculations, often lacking personalization and scal-
ability. Recent advances in ML (Machine Learning) offer
opportunities to develop data-driven solutions that account
for local behaviors and infrastructure. However, applications
in low-resource settings remain limited due to data scarcity
and computational constraints. This study presents an ML-
powered carbon footprint assessment system tailored for
Nepalese households. Our approach combines:

« A stacking ensemble model for high-accuracy prediction.

« Context-specific emission (e.g.,
0.9 kgCO,,/kWh for Nepal’s grid).
o A user-friendly web interface for accessibility.

factors

The system contributes to Nepal’s Nationally Determined
Contributions (NDCs) by enabling evidence-based mitigation
strategies at the household level.

2. Literature Review

Carbon footprint assessment has evolved from manual ac-
counting toward data-driven and ML-based approaches. Early
studies emphasized behavioral awareness and feedback mech-
anisms for emission reduction [1]], while more recent work
leverages ML to enhance estimation accuracy and scalability.

For instance, [2] applied ML methods for urban carbon
emission monitoring, demonstrating their potential for policy
support and targeted interventions. At the household level,
three methodological frameworks are commonly used:

o Activity-based methods: Estimate emissions from direct
consumption data using IPCC emission factors [7].

o Input-output analysis (IOA): Links household expen-
diture to sectoral emissions at the national or regional
level [8]].

o Machine learning models: Predict emissions based on
behavioral and socioeconomic predictors [3]], [4].

Recent ML-based applications have shown high predictive
accuracy. [3] achieved R? > 0.96 using hybrid ensemble mod-
els, while [4]] demonstrated gradient-boosting approaches for
building-level emissions. Additional works have explored res-
idential and household-level predictions in Asian contexts. For
example, [12]] showed that incorporating behavioral indicators,
such as cooling habits and cooking frequency, improved
emission prediction accuracy in Indian households. Similarly,
[13] introduced a hybrid socio-technical ML framework for
residential footprints, highlighting the importance of demo-
graphic and lifestyle variables. In the South Asian region,
localized studies remain limited and often rely on secondary
or aggregated data. [5]] highlighted Nepal’s lack of household-
level datasets and localized emission factors as a key re-
search barrier. [6] similarly emphasized the heterogeneity
of household energy behavior across geography and income
groups. Expanding this perspective, [11] analyzed household
carbon emissions in South Asia and found significant vari-
ation driven by behavioral and infrastructural differences,
supporting the need for region-specific modeling. Ensemble
learning methods have increasingly been adopted for emission
prediction. [[14] demonstrated that stacking-based ensemble
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models outperform single-model approaches for household
energy emissions, reinforcing the suitability of the stacking
framework used in this study. Given these limitations and
opportunities, the present study contributes by developing a
machine learning—based estimation framework for household
carbon emissions in Nepal. While the emission coefficients
are based on internationally recognized IPCC and literature-
derived factors, they are applied to Nepal’s socioeconomic and
energy-use data to produce more context-aware predictions.
The proposed stacking ensemble model enhances predictive
robustness, and the accompanying web-based tool provides
an accessible interface for household-level carbon awareness
and mitigation planning.

3. Objectives

The main objective of this study is to develop an accurate,
region-specific, and user-friendly tool to estimate household
carbon emissions in Nepal. Specifically, the goals are:

« To implement an interactive carbon footprint calculator
using a stacking ensemble model for robust emission
prediction.

« To provide actionable insights and personalized rec-
ommendations for emission reduction in areas such as
energy, transportation, waste, and diet.

o To support climate awareness, policy formulation, and
sustainable behavior through accessible digital technol-

ogy.
4. Methodology

4.1 Data Collection

We conducted a structured survey using Google Forms be-
tween December 2024 and February 2025, receiving re-
sponses from over 4,000 households throughout Nepal. The
questionnaire consisted of structured, close-ended questions
using multiple-choice and 5-point Likert scales to quantify
household practices (e.g., frequency of LPG use or meat
consumption). Data were collected across all seven provinces,
ensuring representation of both urban and rural households.
After preprocessing and cleaning incomplete or inconsistent
responses, the final dataset contained 4,089 households. The
survey collected data on:

« Energy consumption: Electricity, LPG, and firewood

usage.

« Transportation: Private vehicle use, public transport, air
travel.

o Diet: Frequency of meat, dairy, and packaged food
consumption.

o Water and waste: Use of bottled water, rainwater har-
vesting, recycling practices.

4.2 Target Variable and Feature Selection

The target variable is the total household carbon emissions
measured in kg COqe per month. Features include energy
consumption, transportation, diet, and water/waste practices.

Feature selection was performed using:

« Correlation heatmaps to remove highly collinear features
(Pearson correlation > 0.8)

o Domain knowledge to retain variables relevant to house-
hold carbon emissions

o Exploratory analysis to ensure variability and predictive
relevance

4.3 Preprocessing and Feature Engineering

« Categorical Encoding: One-hot and label encoding tech-
niques were applied

o Normalization: Z-score normalization standardized nu-
meric values

« Handling Missing Values: Numeric missing values were
imputed with the median; categorical with the mode

o Outlier Treatment: Values beyond 3 standard deviations
were capped at the 99th percentile

Figure 1. Correlation Heatmap of Features used in Modeling

4.4 Data Splitting

The dataset was split into training (70%), validation (15%),
and test (15%) sets using stratified sampling. A fixed random
seed ensured reproducibility of results.

4.5 Emission Factor Mapping

To quantify carbon emissions, we applied emission fac-
tors sourced from the IPCC ipcc2019refinement and FAO
fao2013livestock:

o Electricity: 0.9 kg COqe per kWh (based on Nepal’s
energy mix)

o Meat consumption: 27 kg COqe per kg

o LPG: 2.983 kg COqe per kg

« Bottled water: 3 kg COse per liter

4.6 Model Architecture

We implemented a stacking ensemble model composed of:

« Base Models: Random Forest Regressor (RF), Gradient
Boosting Regressor (GBR)
o Meta-Model: Multivariable Linear Regression (MLR)
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Stacking was selected because it combines the strengths of
multiple base models, reducing bias and variance, and often
achieves higher predictive accuracy than any single model
alone. This approach is particularly suitable for household
carbon emission estimation, where the relationships between
features and emissions are complex and non-linear.

This architecture is expressed mathematically as:

9= Po+ Bifrr(z) + B2 fap(x) (D
Where:

¢ ¢ = Predicted household carbon emissions (kg COze per
month)

frr(z) = Prediction from Random Forest

fap(x) = Prediction from Gradient Boosting

Bo, B1, B2 = Coefficients learned by the meta-regressor
(MLR)

4.7 Model Implementation

The model was implemented in Python 3.10 using:

e pandas and NumPy for data manipulation
e scikit-learn for modeling and evaluation
e matplotlib and seaborn for visualization

Stacking was implemented with StackingRegressor and
5-fold cross-validation.

4.8 Model Evaluation

Model performance was evaluated using:

« Mean Squared Error (MSE):
1 n
MSE = ~ i —0i)? 2
- ;(y 9:) 2
Where: y; = actual emissions, ¢; = predicted emissions,
n = total samples
« R? Score: o
2 Zi(yi - yi)
Where: y = mean of actual emissions, measuring good-
ness of fit

3)

4.9 Web Tool Integration

A web-based carbon calculator was developed:

« Backend: FastAPI serving model predictions via REST
API

o Frontend: React]S interface for household input and
visualization

« Deployment: Docker containers for reproducibility and
scalability

5. Results and Discussion

5.1 Performance Comparison

Performance comparison for different Regression model is
presented in Table 1.

Dec 2025
Table 1. Performance of Regression Models
Model MSE R?
Multivariable Linear Regression 4300  0.40
Random Forest Regressor 235.39 0.93
Gradient Boosting Regressor 597.34 0.89
Stacking Ensemble Regressor 112.17 0.98

5.2 Residual and Error Analysis

Residuals from the stacking model were tightly distributed
around zero, indicating minimal bias and high predictive
reliability. The error distribution showed slight left-skewness,
suggesting rare overestimation but overall low variance.

Residual Plot for Stacking Regressor
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Figure 2. Residual Distribution for Stacking Model Predictions

5.3 Learning Behavior

The learning curve demonstrated that model performance
stabilized after training on approximately 3,000 data points,
indicating strong generalization and minimal overfitting.

Learning Curves (Train vs Test) for Stacking Regressor
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Figure 3. Learning Curve Indicating Convergence of the Stacking Model

5.4 Feature Impact Analysis

Permutation importance analysis identified the most influential
features:

o LPG Consumption

¢ Electricity Usage

« Bottled Water Consumption

o Frequency of Meat Intake

« Presence of Rainwater Harvesting
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Figure 4. Feature Importance Scores from Permutation Analysis
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6. Conclusion and Future Work

(8]

6.1 Conclusion

The ML-based assessment tool for household carbon emis-

(9]

sions in Nepal successfully demonstrated the use of a stacking
ensemble model (Random Forest + Gradient Boosting +

MLR) to provide accurate carbon footprint predictions. The  [10]
model achieved high performance with an MSE of 112.17
and an R? of 0.98, validating its robustness and generalization
capacity. The tool provided personalized recommendations to
users, encouraging more sustainable household practices. [11]
Key influencers of carbon emissions—such as LPG usage,
bottled water consumption, and the presence or absence  [12]
of rainwater harvesting systems—were effectively identified.
These insights can support both individual behavior change [13]
and policy interventions. The system aligns with Nepal’s com-
mitment to reduce emissions and strengthens efforts toward [14]

climate resilience.

6.2 Limitations

Despite its success, the project had some limitations:

« Data Quality: Self-reported survey data may include

biases or inaccuracies, affecting prediction accuracy.

o Lack of Real-time Input: The model operates on static

survey responses and does not incorporate live energy or
consumption data.

6.3 Future Enhancements

Several improvements are proposed for future versions:

o IoT Integration: Real-time data from smart meters

and connected devices can improve accuracy and allow
dynamic tracking.

o« Mobile App Development: A mobile interface will

increase user reach and provide functionalities like push
notifications, goal setting, and progress tracking.
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